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Abstract 

This paper reviews literature on visual information presentation in depth. A theoreti-
cal model of 3-D spatial interactions by Previc (1998) is presented. Fundamental 
research on spatial attention and applied studies in the fields of aviation and automo-
bile driving are described, which were concerned with the task-specificity of infor-
mation presentation in space. Necessary research is identified and an experimental 
set-up for intended future studies is presented. 

1. Introduction 

When Human Machine Interaction (HMI) in virtual or augmented reality is con-
cerned, frequently asked questions are: How are objects to be implemented? How do 
users view the environment? How will they interact, i.e. what kind of tools are to be 
used? The question of where in three-dimensional space, especially in depth, infor-
mation should be presented or interaction should take place has been rather ne-
glected, excepting aviation and automobile driving. In those fields of application, 
many researchers have been concerned with the utilization of either head-up displays 
(HUDs) or head-down displays (HDDs) for information presentation (e.g. Foyle, 
Sanford & McCann 1991, Horrey, Alexander & Wickens 2003, Liu & Wen 2004). 

This paper will present evidence, which indicates that the matter of where informa-
tion should be presented in depth, is worth investigating. First, a neuropsychologi-
cally based model of spatial interaction by Previc (1998) will be introduced. Sec-
ondly, results from empirical studies examining attentional issues in depth in both, 
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laboratory and field settings, will be presented. Finally, open research questions are 
discussed and an experimental set-up for future studies is presented. 

2. A theoretical model of 3-D spatial interactions 

When considering information presentation in three-dimensional space, it is of im-
portance to make assumptions on whether detection and processing of information 
differ according to location in space. Integrating neuropsychological work on three-
dimensional spatial interaction, Previc (1998) suggested the division of the space 
surrounding us into four realms (see figure 1). Each realm has specific properties 
concerning neurological processing of stimuli and reactions, influencing human per-
ception and behavior.  

HUMA
N

manipulative
peripersonal realm

extrapersonal 
ambient realm

locomotive
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HUMAN

extrapersonal 
focal realm

 
Figure 1: A theoretical model of 3-D spatial interactions, adapted from Previc (1998) 

The first realm is the peripersonal or – extended by May (2006) – the manipulative 
peripersonal realm. It extends from zero to two meters into depth and is used for vis-
ual grasping and object manipulation. Its lateral extent is 60° (central). The periper-
sonal realm is to be understood as the realm inside hand-reaching distance, even 
though it has been shown to be able to expand with tool use, when the manipulable 
region expands therewith (Berti & Frassinetti 2000). As far as visual perception is 
concerned, this realm is specialized for global form, depth and motion. There is a 
lower-field bias, meaning that attention is more readily allocated to and manual reac-
tion times are faster in the lower field (Sheliga, Craighero, Riggio & Rizzolatti 
1997).  

The second realm is the extrapersonal focal realm. It radially (i.e. in depth) extends 
from 0.2 meters to the distance at which a respective object is no longer resolvable, 
while the lateral extent is 20-30° (central)1. It is mainly used for visual search and 
object recognition, which entails that areas and objects of interest at a certain loca-
                                                 
1 Note that the red ellipse represents a focused object/position, while the dashed line depicts the lateral 
border of the realm. 
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tion inside this realm are focused for identification and classification. As far as visual 
perception is concerned, this realm is specialized for color and form, including high-
resolution contour analysis. There is an upper field bias. 

The third realm is the extrapersonal action or – as May (2006) called it – locomotive 
extrapersonal realm. It extends from two to 30 m or more in the full 360°. Positions 
in this realm can be reached by walking or other movements of the body. It is mainly 
used for navigation, target orientation (incl. motion-based actualization of object 
location) and scene memory. There is an upper field bias. 

The fourth realm is the extrapersonal ambient realm. It extends up to a few kilome-
ters and is mainly used for spatial orientation, postural control and locomotion be-
yond the locomotive extrapersonal realm. Its lateral extent is 180° and there is a 
lower field bias. 

This model of three-dimensional space has been examined and supported mainly by 
neuropsychological studies (e.g. McCourt and Garlinghouse 2000; Weiss et al. 2000; 
see Halligan, Fink, Marshall and Vallar (2003) for a review). Studies in the field of 
cognitive psychology are rather scarce. However, literature from HMI-research, es-
pecially aviation and automobile driving reports many studies on information presen-
tation in different depth-planes. There, focal and ambient vision are mainly differen-
tiated and can alternatively be interpreted as peripersonal, focal extrapersonal or am-
bient extrapersonal realms most of the time. Some of those studies are being pre-
sented in the following. 

3. Empirical Literature on Visual Attention in Depth 

There are quite a number of laboratory studies which were concerned with the spread 
of attention in depth. Drive for most of this research was the question of whether 
attention allocation differs depending on the number of dimensions (two or three) 
that are concerned. However, just a few experiments directly examined allocation of 
attention in (and between) peripersonal and extrapersonal space. 

3.1 Fundamental research on attention allocation in depth 
It has been shown that attention does indeed spread in depth and is not limited to 
two-dimensional space: Atchley, Kramer, Andersen and Theeuwes (1997) found that 
reaction times were slower when subjects had to switch attention in x-, y-, and z-
dimension (depth) than only in x- and y-dimensions. However, this effect was only 
apparent when distractors, i.e. increased perceptual load, were present. 

Many researchers (e.g. Gawryszewski, Riggio, Rizzolatti & Umilta 1987; Andersen 
& Kramer 1993; Kimura, Miura, Doi & Yamamoto 2002) reported an asymmetry in 
the allocation of attention in depth where subjects were able to switch attention faster 
from far to near objects than from near to far objects. Arnott and Shedden (2000) 
found that this viewer-centered asymmetric depth gradient is dependent on percep-
tual load, i.e. it is not apparent when perceptual load is low because in this case a 
narrow attentional focus is not necessary. 
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As in two-dimensional space, attention in three-dimensional space can be either ob-
ject- or space-based; a trade-off between the two possibilities is suggested (Atchley 
& Kramer 2001). 

3.2 Peripersonal and extrapersonal space 
Couyoumdjian, di Nocera and Ferlazzo (2003) conducted three experiments on allo-
cation of attention within and between peripersonal and extrapersonal space. They 
presented four pairs of LED-cubes, one on the left and one on the right, at 40, 80, 
120 and 160 cm from the observer and cued their onset either validly (at the same 
location) or invalidly (at a different location). They found that reaction times were 
significantly faster when invalidly cued and target locations were in the same realm 
than when subjects had to shift their attention across realm boarders, distances be-
tween cue light and target cube being equal. Results remained consistent when fixa-
tion point and target distances where manipulated also. These findings strongly sug-
gest that – on top of the time needed to switch attention between two points in depth 
– there is an added cost when attention has to be switched between two perceptual 
realms. 

In spite of this supportive evidence on perceptional issues, there have been contradic-
tive results on the behavioral part of the model of 3-D space presented above. 
Schoumans, Kappers and Koenderink (2002) could not find any differences in a 
pointing task in 40 and 120 cm distance from their subjects. Moreover, they repli-
cated systematic context-based errors in both distances. However, it would be of in-
terest if using the pointer lead to an extension of the manipulative peripersonal realm 
and if effects were due to the fact that the two distances were actually part of one 
instead of two realms. 

3.3 Applied studies in aviation and automobile driving 
With the technical maturation of head-up displays (HUDs), research on information 
presentation in aviation and automobile driving has increased greatly. HUDs provide 
the opportunity of moving information from displays inside a vehicle to the wind-
shield, resulting in reduced eyes-off-the-road time. Comparative research on HUDs 
and conventional head-down-displays (HDDs) has lead to the assumption that the 
optimal location of information presentation is task-specific. 

Summarizing previous simulator studies, Horrey and Wickens (2004) suggested, that 
certain combinations of multiple tasks associated with operating a vehicle can be 
time-shared more efficiently than others. They proposed that the reason for this dif-
ference is that some tasks utilize focal, whereas other tasks utilize ambient vision. 
The multiple resources model (Wickens 2002) would then predict that two focal 
tasks will interfere and lead to poorer performance while a focal and an ambient task 
can be completed in parallel. Tasks utilizing ambient vision thereafter are lane-
keeping and speed control, whereas hazard detection utilizes focal vision. This find-
ing is very much in line with Previc’s (1998) model, where the extrapersonal ambient 
realm is mainly used for spatial orientation and the extrapersonal focal realm is very 
sensitive for object recognition.  

However, this generalization can be problematic. Liu and Wen (2004) for example 
showed in a goods delivery task with commercial vehicle operators, that reacting to 
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urgent events and speed keeping require focal vision and do therefore interfere with a 
side-task that requires focal vision also. This discrepancy to Horrey’s and Wickens’ 
findings can be explained by the specifics of the presentation of the information that 
was needed in order to complete the task: Speedometer information was presented in 
form of a number on an HUD or an HDD and could therefore not be perceived using 
ambient vision, since this high-resolution form identification utilizes focal vision. 
Thus, speed-maintenance using information on the outside-world moving by (as in 
Horrey, Alexander & Wickens 2003) is very different from speed-maintenance as 
operationalized by Liu and Wen. The importance of this distinction was also appar-
ent in a study conducted by Foyle, Sanford & McCann (1991), who had subjects 
complete a flight-task and presented altitude information necessary for an altitude-
maintenance task in two different ways: as digital information on an HUD and as 
indirect source of information using sketched buildings super-imposed on the sides 
of the flight path. Results indicated that reading digits utilizes focal, while using the 
sketched buildings as height information utilizes ambient vision. In this study, alti-
tude-maintenance was competitive to path-keeping, which most interestingly utilized 
focal vision. However, this is likely to be explained by the curvature of the path, be-
cause workload has been shown to modulate the allocation of visual resources (Hor-
rey, Alexander & Wickens 2003). 

Recently, Crawford and Neal (2006) have reviewed selected literature dealing with 
perceptual and cognitive issues associated with HUDs in aviation. They identified 
cognitive tunneling as one of the main attentional problems in the use of HUDs, 
which causes an impairment of the pilots’ ability to detect events outside their vehi-
cle because of their attention being captured by the information on the windshield. 
This is especially important when two tasks both depending on focal vision are com-
peting for limited resources. Levy, Foyle and McCann (1998) found that linking 
HUD-symbology to the outside world (i.e. displaying information as if it were lo-
cated on the flight path, for example, instead of on the windshield) can solve this 
problem by directing attention to a different depth. In their experiment, it did not 
matter where exactly on the path the symbology – in this case an analog gauge – was 
located. Performance on the main focal task was always better than in the traditional 
HUD-situation, where information was projected directly onto the windshield with-
out additional depth information. 

The empirical literature cited above gives strong evidence for an allocation of atten-
tion in depth. Task-type, which supposedly influences attention has been investigated 
in applied HMI-studies, but not yet in fundamental research. However, in order to 
generalize findings to other different fields where Augmented Reality (AR) technol-
ogy is utilized, further research on task-specificity in attention allocation is needed. 
For example, AR is widely-used in production (e.g. Reiners, Stricker, Klinker & 
Müller 1998; Sarval, Baker & Filipovic 2005), has been utilized for navigation (e.g. 
Biocca, Tang, Owen & Fan 2006) and has found its way into Smart Homes (e.g. 
Hammond, Sharkey & Foster 1996; Intille 2002). The Tangible Media Group at MIT 
Media Lab have designed a number of applications for social interaction (Chang, 
Resner, Koerner, Wang & Ishii 2001; Bonanni, Vaucelle, Lieberman & Zuckerman 
2006), sports (Ishii, Wisneski, Orbanes, Chun & Paradiso 1999), infotainment (Ishii 
& Ullmer 1997; Ishii 2004) and work (Ishii, Wisneski, Brave, Dahley, Gorbet, Ull-
mer & Yarin 1998). Tasks in these applications differ a lot, but might still be classi-
fied according to their requirements on information detection and processing. 
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4. Task-Specificity 

Lacey and Lacey (1970) have described different stressors they used in physiological 
studies, which produced task-specific physiological response patterns. Mental arith-
metic, reversed spelling, making up sentences and noxious stimulation lead to an 
increase in heart rate and heart rate variability, while attending to photoic flashes, 
white noise or a dramatic recitation resulted in a decrease of both parameters. The 
authors characterized the reaction to the two groups of stimuli as rejection and intake 
of the environment, respectively. In the first group with cardiac acceleration, tasks 
require internal cognitive elaboration (calculating, putting together letters and words) 
and in the case of the cold pressure test (noxious stimulation) simply the suppression 
of the unpleasant feeling. Perception of the environment is therefore not necessary 
and not wanted, thus the environment is rejected. In the second group with cardiac 
deceleration, tasks require attention on visual and auditory stimuli in the environ-
ment, i.e. the environment is taken in. 

This classification can be compared to Norman’s (1993) notion on experiential and 
reflective cognition. Tasks that are completed in experiential mode require environ-
mental intake. A person has to perceive and/or react to stimuli from the outside 
world. Responses in this mode of cognition are automatic and not reflected upon. By 
contrast, reflective cognition utilizes conscious engagement in the task, e.g. planning 
or decision making. Once input from the outside world is attained, environmental 
intake is no longer needed but instead hinders and detracts from the problem solving 
process. 

5. Intended Research 

Task-specificity of attention allocation in depth is to be examined further. A main 
research goal is to draw implications as to where to present information in aug-
mented and virtual realities independent of a specific application-field. Lacey’s and 
Lacey’s (1970) and Norman’s (1993) notions on task classification will form a basis 
for experimental task design. 

Previc’s model on 3D-spatial-interaction will be used in order to define perceptual 
realms in an experimental set-up. It has been shown to be in line with previous ex-
perimental laboratory findings on allocation of attention in depth and can be used to 
interpret HMI-research results also. Even though cited applied-studies were not 
based on the model, they did give evidence for the division of the space surrounding 
us into different perceptual realms. 

An experiment is currently being designed to investigate coherences between task-
characteristics as described above (tasks with different requirements on visual per-
ception as in the applied studies, reflective vs. experiential tasks) and perception of 
information in depth. As shown in figure 2, different tasks will be presented in two 
different depths, one on a transparent screen close to the observer and a second one 
on a far projection screen, several meters away from the observer. 
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Figure 2: Intended experimental set-up 

Suitable tasks will be identified and classified according to their requirements on 
visual perception and reflective thought. Elements from all groups of tasks will then 
be presented in both depths. Parameters to be inspected are reaction times, error rates 
and workload. Additional collection of physiological parameters, such as eye move-
ment for investigation of attention allocation or stress-level indicators such as skin 
resistance or heart rate is also possible. 
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